
Attention-driven Unsupervised Image Retrieval for Beauty
Products with Visual and Textual Clues

Jingwen Hou∗†
Nanyang Technological University

Singapore
jingwen003@e.ntu.edu.sg

Sijie Ji†
Nanyang Technological University

Singapore
sijie001@e.ntu.edu.sg

Annan Wang
Nanyang Technological University

Singapore
c190190@e.ntu.edu.sg

replace

Query	image Top	7	matched	examples 	before	(top)	and	after	(bottom)	the	proposed	refinement

Figure 1: Search results before (top) and after (bottom) the proposed refinement. The proposed refinement strategy runs a
second search within the examples with product descriptions similar to the top 3 matched examples of the first search result
and replaces the last 4matched examples of the first search result with the top 4matched examples of the second search result.

ABSTRACT
Beauty and personal care product retrieval (BPCR) aims to match
a query image of an item to examples of the same item in a large
database. The task is extremely challenging because a small num-
ber of ground-truth examples have to be found in a large search
space. Previous works mostly search only with visual represen-
tations and have not made full use of the product descriptions.
Since many noisy examples only have subtle visual differences
comparing to the ground-truth examples (e.g. similar packaging
but different brands) and those differences (e.g. product brands)
are especially hard to be captured only by visual features, meth-
ods merely based on visual feature similarities can easily regard
those noisy examples as examples of the same item in the query
image. We notice that the product descriptions are good sources
for capturing those subtle visual differences. Therefore, we propose
a search method utilizing both images and product descriptions in
this work. Before searching, we not only prepare attention-based
visual features for each database image but also a textual index
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(TI) that matches each database example to other examples with
similar product descriptions. During searching, the visual feature
of the query image is firstly searched in the whole database and
then searched in a subset obtained by looking up the TI. Finally,
the second result is used to refine the initial result. Since the subset
examples usually have similar properties (e.g. brands and type),
the noisy examples in the initial result can be effectively replaced.
We have experimentally proved the effectiveness of the proposed
method on the validation set of the Perfect-500K dataset. Our team
(NTU-Beauty) achieved the 3rd place in the leader board of the
Grand Challenge of AI Meets Beauty in ACMMultimedia 2020. Our
code is available at: https://github.com/jingwenh/2020-ai-meets-
beauty_ntubeauty.git.
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1 INTRODUCTION
Given a real-world query image, beauty and personal care product
retrieval (BPCR) aims to match the image to the examples of the
same item in a large database, and each example in the database
is given as an image with a piece of product description. This is
a practical need desired by present online shopping platforms to
enhance user experience. In this work, we attempt to propose a bet-
ter solution for a BPCR challenge, the Grand Challenge of AI Meets
Beauty in ACM Multimedia 2020. The challenge prepares a database
with approximately 500𝑘 images and their product descriptions,
namely Perfect-500K dataset [3]. When a real-world query image
is given, the proposed method should provide the IDs of the top 7
similar database examples.

The BPCR challenge has been treated as an image retrieval task,
which aims to find the most visually similar examples in the data-
base according to the given image. A common solution is to rep-
resent each image by a feature vector and compute similarities
between the features of query image and database images. The
features can involve low-level components [2, 14, 19, 22, 23] such
as representations for color, texture, and shape, and high-level com-
ponents [1, 5, 10, 15, 16] such as CNN-based features.

Different from other image retrieval tasks, the BPCR challenge
has several specific practical issues. First, the database has not
provided exact labels for each product in the database. The data-
base only provides rough descriptions of the product crawled from
e-commerce websites, which contains brands, names, and specifi-
cations of the corresponding items. Since this description varies
from example to example, the description cannot be directly used
for training a specialized classification model. Second, the database
contains images with both pure color background and noisy back-
ground (i.e. real-world images). This makes the extracted visual
features can focus on objects in the background instead of the target
item. Third, for beauty and personal care products, many different
items have similar visual properties. For example, two lipsticks of a
similar color and packaging can have different brands.

As attention mechanism and network pretraining in deep learn-
ing has greatly driven the progress in many computer vision areas
[6, 7], previous methods for BPCR also tried to cope with afore-
mentioned issues with similar approaches. Although the noisy
background has been relieved by attention mechanism [13, 20] or
salient object detection [11, 17] and the lack of exact labels for
training have been alleviated by unsupervised learning [12, 17, 21]
or CNN model pretrained on other datasets [11, 13, 18, 20], the
problem brought by subtle visual differences is far from being
solved since those differences are hard to be captured by visual
features extracted with non-specialized CNN. Fig.1 shows an exam-
ple of this problem. The search result in the first row is obtained
by the top 1 solution of the 2019 Challenge [20]. Though the first
3 matched examples are very accurate, obviously irrelevant ex-
amples appear in the remaining ones. Thus, the first intuition
for improving previous solutions is to utilize the accurately
matched examples to refine the remaining result.We also no-
tice that the product descriptions contain abundant information
hard to be captured by visual representations. This inspires us

to utilize the product descriptions to capture those subtle vi-
sual differences among different items to make up for the
potential inability of visual representations.

Therefore, we propose a method that utilizes both images and
product descriptions for the BPCR task. Specifically, the search is
done in two stages: an initialization stage that generates the initial
search result with the method [20]; and a refinement stage which
refines the initial search result with the top 𝑘 matched examples of
the initial result and the product descriptions. To this end, before
searching, attention-based visual features are extracted from all
database images with a pretrained CNN model, and a textual index
(TI) which indicates the most similar examples of each example
in the database is generated from all product descriptions of the
database. In the refinement stage after the initial result is generated,
the top 𝑘 examples of the initial result are found in the TI, and
their similar examples are collected to form a subset. Then we
search the query image in the subset. The final result is obtained
by replacing the last 7 − 𝑘 examples of the initial result with the
top 7 − 𝑘 examples of the second search result. The second row
of Fig.1 shows the result after refinement. Because most examples
in the subset have the same brand, type, and properties as the top
3 (𝑘 = 3) examples, the inaccurate examples in the initial result
are effectively replaced by examples textually similar to the top 3
matched examples in the initial result.

In summary, the main contribution of this work is that we have
proposed a search result refinement strategy with product descrip-
tions that can be built upon any visual feature based searching
framework. The effectiveness of our method has been verified via
extensive ablation study on the Perfect-500K database, and we have
achieved the 3rd place in the leader board of the Grand Challenge
of AI Meets Beauty in ACM Multimedia 2020.
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Figure 2: Overview of the proposedmethod. Steps of the pro-
posed method are sequentially shown in the legend.



2 METHOD
We propose a two-stage searching method for the BPCR task. An
overview of the proposed method is shown in Fig.2. Before search-
ing, attention-based visual features are extracted from all database
images (Sec.2.1), and a textual index (TI) is constructed from data-
base product descriptions (Sec.2.2). During searching, the results
are obtained from two stages (Sec.2.3), including an initialization
stage and a refinement stage. Finally, the results of the first and
second stages are merged for the ultimate outputs.

2.1 Attention-based visual feature extraction
We mainly follow the top 1 solution of the 2019 challenge [20] for
extracting visual features. We briefly introduce the method in this
section. The key idea is to zero-out the feature activation of the
image background by a threshold computed from overall activation.
This can be interpreted as using weakly-supervised attention to
filter out noisy activation on CNN outputs. For a set of features
extracted from a pretrained CNN backbone 𝑋 = {𝑥𝑘 }𝑐

𝑘=1, 𝑥
𝑘 ∈

Rℎ×𝑤 , we firstly take their average across channel 𝑋̃ =
𝑐∑

𝑘=1
𝑥𝑘/𝑐 to

obtain an average feature map 𝑋̃ ∈ Rℎ×𝑤 subject to 𝑥𝑘 ∈ 𝑋 . Then
we derive the threshold 𝑡 from the average feature map 𝑋̃ :

𝑡 =
©­« 1
𝑤ℎ

𝑤∑
𝑖=1

ℎ∑
𝑗=1
(𝑋̃𝑖, 𝑗 −min𝑋̃ )𝑝ª®¬

1
𝑝

+min 𝑋̃ , (1)

where min 𝑋̃ is the minimum value of 𝑋̃ and 𝑝 is a parameter
that controls how much the background activation is taken into
consideration. As shown in [20], a larger 𝑝 value corresponds to
less considerations on the background. In our case, we take 𝑝 = 1
as [20], and therefore the threshold equals the average value of 𝑋̃ .
The attention-based visual feature v ∈ R𝑐 is obtained from a set
of local regions 𝑅𝑠 ∈ 𝑅 sampled from the spatial dimension of the
feature maps 𝑋 :

v =
∑
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where 1{𝑋̃𝑖,𝑗>𝑡 } is an indicator function, 𝑋𝑅𝑠 = {𝑥𝑘
𝑅𝑠
}𝑐
𝑘=1 with

𝑥𝑘
𝑅𝑠
∈ Rℎ𝑠×𝑤𝑠 is the feature map set spatially sampled from local

region 𝑅𝑠 of 𝑋 and𝐺𝑀𝑃 (·) is the global max pooling that takes the
max value of each feature map of local feature set 𝑋𝑅𝑠 .

2.2 Textual index (TI) construction
We construct the TI from product descriptions. For preprocessing,
we firstly drop all non-English descriptions for further processing.
Though we may translate all non-English descriptions into English,
we do not translate them since some key information especially
brands can be misinterpreted. Then, the words are converted to
lowercase and all punctuations and other special symbols are re-
moved. Finally, each of the preprocessed product descriptions is
tokenized into a list of terms. We have not stemmed each word
because words of product brands could be destroyed by the stem-
ming process. Then each list of words in the collection of product

descriptions is converted to a TF-IDF vector. The TF-IDF based
weight𝑤𝑡,𝑑 between a term 𝑡 and a document (product description
of one example) 𝑑 is computed by:

𝑤𝑡,𝑑 = 𝑇𝐹𝑡,𝑑 × 𝐼𝐷𝐹𝑡 , (3)

𝐼𝐷𝐹𝑡 = log
1 + 𝑁
1 + 𝐷𝐹𝑡

+ 1, (4)

w𝑑 = [𝑤𝑡1,𝑑 ,𝑤𝑡2,𝑑 , ...,𝑤𝑡𝑀 ,𝑑 ], (5)
where 𝑁 is the number of documents, w𝑑 is the TF-IDF vector
of document 𝑑 and {𝑡𝑖 }𝑀𝑖=1 is the set of unique terms across the
collection. To construct the TI, for each document, we find its similar
documents by cosine similarity 𝑠𝑡𝑒𝑥𝑡𝑢𝑎𝑙 across the collection:

𝑠𝑡𝑒𝑥𝑡𝑢𝑎𝑙 (w𝑞𝑢𝑒𝑟𝑦,w𝑑𝑎𝑡𝑎) =
w𝑞𝑢𝑒𝑟𝑦 ·w𝑑𝑎𝑡𝑎

w𝑞𝑢𝑒𝑟𝑦




2∥w𝑑𝑎𝑡𝑎 ∥2

. (6)

Then the TI is constructed as a hash map, whose keys are example
IDs (500𝑘 in total) and values are lists of example IDs of similar
examples. For convenience, we denote the hash map as a function:

D(𝑖) = { 𝑗 |𝑠𝑡𝑒𝑥𝑡𝑢𝑎𝑙 (w𝑑𝑖 ,w𝑑 𝑗
) > 𝜏, 𝑖 ∈ A, 𝑗 ∈ A, 𝑖 ≠ 𝑗}, (7)

where 𝑖, 𝑗 are two example IDs that belong to the set of all database
example IDsA, and 𝜏 is the threshold for selecting similar examples.
We set 𝜏 = 0.6 in our implementation.

Algorithm 1: Two-stage searching
Input :Query visual feature v𝑞𝑢𝑒𝑟𝑦 , textual index D(·),

database features VA , parameter 𝑘
Output :Matched IDs I𝑜𝑢𝑡𝑝𝑢𝑡 = { 𝑗𝑚}7𝑚=1
I𝑞𝑢𝑒𝑟𝑦,A ← 𝑎𝑟𝑔𝑠𝑜𝑟𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑖𝑒𝑠𝐷𝑠𝑐𝑑 (v𝑞𝑢𝑒𝑟𝑦,VA );
Initialize an empty list I𝑠𝑢𝑏𝑠𝑒𝑡 ;
for 𝑛 ← 1 to 𝑘 do

Add all elements of D(I𝑛
𝑞𝑢𝑒𝑟𝑦,A ) to I𝑠𝑢𝑏𝑠𝑒𝑡 ;

end
V𝑠𝑢𝑏𝑠𝑒𝑡 ← 𝑓 𝑖𝑛𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝐵𝑦𝐼𝐷𝑠 (I𝑠𝑢𝑏𝑠𝑒𝑡 ,VA );
I𝑞𝑢𝑒𝑟𝑦,𝑠𝑢𝑏𝑠𝑒𝑡 ← 𝑎𝑟𝑔𝑠𝑜𝑟𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑖𝑒𝑠𝐷𝑠𝑐𝑑 (v𝑞𝑢𝑒𝑟𝑦,V𝑠𝑢𝑏𝑠𝑒𝑡 ) ;
Initialize an empty list I𝑜𝑢𝑡𝑝𝑢𝑡 ;
for 𝑛 ← 1 to 7 do

if n <= k then
Add I𝑛

𝑞𝑢𝑒𝑟𝑦,A to I𝑜𝑢𝑡𝑝𝑢𝑡
else

Add I𝑛−𝑘
𝑞𝑢𝑒𝑟𝑦,𝑠𝑢𝑏𝑠𝑒𝑡

to I𝑜𝑢𝑡𝑝𝑢𝑡
end

end

2.3 Two-stage searching
After visual features and the TI are prepared, we find the top 7
matched examples of a given query image in two searching stages.
The first initialization stage searches the query image in the whole
dataset to produce an initial result with 7 matched examples, while
the second refinement stage searches within a subset that is found
by searching the top 𝑘 examples in the TI. Both stages look for
matched examples of the query image by computing similarities
between the visual features of the query image and database im-
ages. Given the visual features of a query image and a database
image v𝑞𝑢𝑒𝑟𝑦, v𝑑𝑎𝑡𝑎 , their similarity 𝑠𝑣𝑖𝑠𝑢𝑎𝑙 (v𝑞𝑢𝑒𝑟𝑦, v𝑑𝑎𝑡𝑎) is also
computed by cosine similarity similar to Eq.(6). Since multiple



Figure 3: Initial results (left) and refined results (right) when 𝑘=3. Images in the red boxes are query images.

CNNs can be adopted, we can have a set of visual similarities
𝑆𝑣𝑖𝑠𝑢𝑎𝑙 = {𝑠𝑛

𝑣𝑖𝑠𝑢𝑎𝑙
(v𝑛𝑞𝑢𝑒𝑟𝑦, v𝑛𝑑𝑎𝑡𝑎)}

𝑁
𝑛=1 resulted from 𝑁 sets of vi-

sual features extracted from 𝑁 different CNNs for any given query
image. Different from [20] which combines the similarities by linear
addition, we fuse the 𝑁 visual similarities by:

𝑠𝑣𝑖𝑠𝑢𝑎𝑙 =

𝑁∏
𝑛=1
(1 + 𝛼𝑠𝑛

𝑣𝑖𝑠𝑢𝑎𝑙
), (8)

which allows similarities from each set of features to have a con-
tribution to the overall similarities, and the strength of their con-
tributions can be controlled by the parameter 𝛼 . In our implemen-
tation, we use DenseNet201 [9] and SE-ResNet152 [8] pretrained
on ImageNet [4] for extracting visual features, and values of 𝛼 are
empirically set to 3 and 1. The details of the searching are given as
Algorithm 1. Given the query visual feature v𝑞𝑢𝑒𝑟𝑦 , TI D(·), data-
base visual features VA and the parameter 𝑘 , the algorithm outputs
top 7 example IDs I𝑜𝑢𝑡𝑝𝑢𝑡 . First, the cosine similarities between
v𝑞𝑢𝑒𝑟𝑦 and all features in VA are computed and the correspond-
ing example IDs I𝑞𝑢𝑒𝑟𝑦,A are arranged in descending order by the
cosine similarities. Second, for top 𝑘 examples in I𝑞𝑢𝑒𝑟𝑦,A , IDs of
their similar examples I𝑠𝑢𝑏𝑠𝑒𝑡 are found in TI D(·). Third, the co-
sine similarities between v𝑞𝑢𝑒𝑟𝑦 and all features in V𝑠𝑢𝑏𝑠𝑒𝑡 (visual
features of examples in I𝑠𝑢𝑏𝑠𝑒𝑡 ) are computed and the correspond-
ing example IDs I𝑞𝑢𝑒𝑟𝑦,𝑠𝑢𝑏𝑠𝑒𝑡 are arranged in descending order by
the cosine similarities. Finally, the top 𝑘 IDs in I𝑞𝑢𝑒𝑟𝑦,A and top
7 − 𝑘 IDs in I𝑞𝑢𝑒𝑟𝑦,𝑠𝑢𝑏𝑠𝑒𝑡 are merged to form I𝑜𝑢𝑡𝑝𝑢𝑡 . 𝑘 ∈ [1, 7]
controls the number of examples remained from the initial result
and thus the refinement stage has no effect when 𝑘 = 7.

3 EXPERIMENTS
3.1 Implementation details
The proposed method is evaluated on the Perfect-500K dataset. The
Perfect-500K contains about 500𝑘 beauty and personal care product
images collected from e-Commercewebsites. Apart from the images,
each image also goes with a piece of description that contains the
product name, type, brand, and specification (e.g. volume and color).
Since the product descriptions are also collected from e-Commerce
websites, the product descriptions cannot be exactly the same for
examples of the same product. A validation set with 100 real-world
images of beauty and personal care products is also provided. For
each example in the validation set, the IDs of ground truth matched
examples in the Perfect-500K are given. The testing set is kept
secret for the fairness of competition. Mean average precision of

Table 1: Results of ablation study on the validation set.

Method mAP@7 Improved % Impaired %

Baseline 0.396944 - -

Refined, 𝑘=6 0.397659 3 2
Refined, 𝑘=5 0.400262 6 2
Refined, 𝑘=4 0.405986 9 3
Refined, 𝑘=3 0.407997 11 4
Refined, 𝑘=2 0.402885 10 8
Refined, 𝑘=1 0.397293 7 6

the top 7 matched examples (mAP@7) is adopted as the evaluation
metric. We conduct an ablation study on the validation set before
uploading our model for official testing. All images are resized to
480 × 480 and normalized before extracting visual features.

3.2 Ablation study
The ablation study mainly investigates the effectiveness of the
refinement stage with different values of parameter 𝑘 . The baseline
model directly takes the results from the initialization stage for
evaluation. Then we assess the results from two-stage searching
with different 𝑘 values (1 to 6). The results are shown in Table 1.
As the results shown, the refinement step can effectively improve
the search results and the refinement achieves the best results
when 𝑘 = 3, which means the last 4 examples of any initial result
are replaced. Note that the refinement step does not guarantee
improvement on every initial result, because the TI itself does not
guarantee textually matched examples are all of the same items.
Thus, apart from mAP@7, we also count the proportion of results
that have been improved and impaired after the refinement step.
We also observe at most 11% results are improved when 𝑘=3 with
4% results are impaired. We also present some qualitative results in
Fig. 3 when 𝑘 = 3. We can see the last 4 images of the initial results
are effectively replaced with more relevant ones.

4 CONCLUSION
In this paper, we have proposed a search result refinement strategy
with product descriptions for BPCR that can be built upon any
visual feature based searching framework. Extensive experimental
analyses on the Perfect-500K validation set demonstrated the re-
finement strategy can effectively improve the overall performance
of searching. The proposed framework achieved 3rd place of the
Grand Challenge of AI Meets Beauty in ACM Multimedia 2020.
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